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1.1 INTRODUCTION
hthe earlier cha
e variah]

pters, we have studied the statistical problems and distributions relating to
€. We discussed various measures of central tendency and dispersion, which are

dtoa Single variable. This kind of statistical analysis involving one variable is nown
Sunivarigge distribution.

1, we m ; i ith distributions having two variables. Fo,
't ituations wi
a Y come across a number of s

£ We ma have data relating to income and expenditure, price anc} de.manc.i, h.eigl.xt and
eight ete, Thz distribution involving two variables is called is called bivariate distribution.

ivariate distribut; e may be interested to find if there is any rc.elatlonsh.lp betwgen t}.1e
g Vatiahj ution, w Yt -day life, we observe that there exists certain relationship
e . > Under study. In day-to-day

i i d demand and so on,
. ; ) d expenditure, price an
C o Variables, like between income an , . , .
orrelutio" 1S 4 statistical tool which studies the relationship between two variables
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1.2

h‘mrm/( 8 for -
My,
Two Variables are Correlated . “. ,
If thj c)u:r;é;; {itltton: ::m'uhle results in a corresponding change in theother variapye, then th, twg Varjg,
are said to be correlated. le
For example: /
» Decrease in ‘Price’ of a commodity increases its ‘Demand’; nr
* Rise in maximum ‘Temperature’ leads to an increase in -the Sale. of Ice-creamg’
Cormelation analysis is a means for examining such relationships and aims to determing the exge
of relationship between two vaniables, if fny-
Meaning of Correlation
Comlai:ion indicates the relationship between two variables of a series so that chang ;

3 nt
values of one variable are associated with changes in the values of the other Vatrigple, "t

~orrelat

Inthe wordss of L. Connor, f two or more quantiies vary in sympathy o that movemari)
'in one tend to be accompanied by corresponding movements in others, then they are sajg
to be correlated”
' In the words of A.M. Tuttle, “Correlation is an analysis of covariation between two or more
| variables”
' In the words of Ya Lun Chou, “Correlation analysis attempts to determine the ‘degree of
| relationship’ between variables”
In the words of Croxton and Cowden, “When the relationship is of a quantitative nature, the
l appropriate statistical tool for discovering and measuring the relationship and expressing it

) a brief formula, is known as correlation.” _J
QB CORRELATION AND CAUSATION
“~Correlation analysis helps us in determining the degree of relationship between two or more

variables. However, it does not tell us anything about cause and effect relationship. Evena

high degree of correlation does not necessarily imply a relationship of cause and effect between
the variables.

If there is correlation between tuwo variables, it may be due to the following reasons:

s

| 11.3 IMPORTANCE OR SIGNIFICANCE OF CoRReLaTioN
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""" le, increase in prjc, of a com, G
examp'e , modity incrg
Fa;nand is the effect. But, itis gigq o cip that ingyg aso;; "8 demand. So, price is the d
de ulation or other reasons) may force jtg Pricg upeN,, s g Ccause an
- INO

{ a commod;
Zzszpffect is the price. 410 cage | “ ity (due to growth

S the increaseq demand
pure Chance: The correlation between th,
g coincidence (Or pm(fefjh-an sl Sucha correation, i8 known zg gy,
e 00 rrelatlf’n coefficient, it jg essentig] t, see if “®Spurious. So, while interpreting
petween variables under study.
le, we may get a high degree of ¢ 7
For example, v h ! Irelation between twi ; ; p
of shoes and income of people in locality), when in fact there dzevsa:.:t:le&:é;, : sa’;g? (sa,’,", o
. . I( X
S0 correlation analysis provides onlya quantitative e
C; use and effect r'elahonsh'lp between the Variab] , it is necessary to ensure that the
:a rigbles for correlation analysis are Properly selected to mgx, the analy 2

515 really purposeful.

113

measure and

The study of correlation is of great significance begs
1. The correlation coefficient helps in meas
variables in one figure.

2. Correlation analysis facilitates understanding of economic behaviour and helpsin locating
the critically important variables on which others depend.

3. When two variables are correlated, then value of one variable can be estimated, given the
value of another. This is done with the help of regression equations.

4. Correlation facilitates the decision-making in the business world. It reduces the range of
uncertainty as predictions based on correlation are likely to be more reliable and near to

reality. ‘h
1.4 TYPES OF CORRELATION

Correlation can be classified into various categories. The main categories are as follows:

TYPES OF CORRELATION

|
[ i Y

use of the following reasons:
uring the extent of relationship between two

1. Both variables being influenced

by a third variable: It is possible that a high degree d
correlation between the two var
g 2.

iables may be due to the influence of a third variable no!
included in the analysis,

For example, a high degree of correlation between the yield per acre of rice and of jute may be dUé

to the fact that both are rejated to the amount of raintall, Byt in reality, none of the two varlables k
the cause of the other,

; N ) ()f
Mutual_ Dependence (Cause and Effect): When two variables shows a high dcgr"i‘h is
correlation, then it may be difficult to explain from the two correlated variables, whi
the cause and which is the effect because both may be reacting on each other.

DV S

Positive and Linearand - s"‘:: 7
Negative Non-Linear Comelation
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Positive ﬁﬁé Negative Correlation _
tlgé""i)ases of direction of change in the vah@s of two variables, correlation an he p
pl Osjﬁv

Aoth W

= - e

CCTeases, then sycy , rg;:eases
: . . . . O 1
called positive correlation. Examples: Relationship between Rght ang Weight, incon, .
expenditure, age of husband and age of wife, etc.

Positive Correlation

Increase in both the variables (X and Y) __ Decrease in both he_%

X Y X Yy
20 10 30 _\20
25 12 25 \13
% 15 20 |
/=0 18 15 T
V4 35 20 10 D

‘2. N egative Correlation: When two variables move in opposite directions, i.e. when one increases the
other decreases and when one decreases the other increases, then such a relation is called negatine
correlation. Examples: Relationship b:: eenaprice and demand, day temperature and sale
of woollen garments, etc. |

7 kegative Correlation

Rise in value of one variable (X) and fall in other (Y) | Rise in value of one variable (Y) and fall in other (X)
X Y X Y
10 30 50 5
12 25 40 10
14 20 30 15
16 15 20 20
18 o~ 10 T 25

Non-Linear (Curvilinear) Correlation

;""{.’ ] v 2 . . -Liﬂear'
>basis of ratio of variations in the related variables, correlation can be linear or no
¢ Linear Correlation: Linear correlation is said to exist if the Y

' ' . A Linear Correlation
amount of change in one variable tends to bear 4 constant ratio ]

to the amount of change in the other varigbie, The graph of

variables having such a relationship will form a straight
line.

X 10 20 30 40
Y s 5 10 15 20
In the given schedule, there is a linea

r relationship between
variable X and variable Y as ratio (2:1) of change between ol
X and Y is the same.

atlon
Fig. 11.1 Linegl cor

‘ :_V,",‘EWE a €.

P O

' n-Linear (Curvilinear) Co

T M5

urvilinear correlation, the amoy o change in one g, bor \
; RN O “'€ Varig

Joes 0t ;b_ef‘rV gﬂg\gﬂsmﬂtmtm 10 the amoyp; of changy iy t?fg

: €N we doyple

o fertilizers, the production of rice woylq not necets}:;:ﬂse

double. When the values of the two Variables are plotted

graphjcally, these points woylq N0t give 3 stra; ght line
e e R .

rrelation: In hon-lineg,

the, Non-Linear Correlation
Xample, wh

CR—"

Fig. 11.2 Non-Linear
Correlation

From the above example, it is clear

€ at the ratio of ch,
between two variables (X andY) js p

0t the same,

ange

simple, Multiple and Partial Correlation

On the basis of the number of variab]es involved, correlation may be of
1, Simple Correlation: When only two variables are studied, it i
For example, relationship between income and expendi

2, Multiple Correlation: When the relationship among three or more than three variables is studied

simultaneously, then such relationship is called multiple correlation. For example, relationship
of wheat output with fertilizers and rainfall,

3. Partial Correlation: Under partial correlation, the relationship between two variables is examined
keeping other variables as constant.

For example, production of wheat depends on many factors like rainfall, quality of s.eeds, manure,
etc. If we study the relation between production of wheat and quality of seeds, keeping rainfall and
Manure constant, then the correlation is called partial.

.5 DEGREE OF CORRELATION : ) hitoaf
The degree or int ensity of relationship between two variables is mc?asured w1th. the he [: o
efficient of correlation. The degree of correlation can be expressed in the following ways:

Perfecy Correlation

iables change
.the relationship between the two variables is such thaf the values ot,fhteh:l t::z ;;ﬂt‘: b‘: perfecgt '
Mereqse or decrease) in the same proportion, correlation between

e . ipr ive. P
. &t correlation may be positive or negative ¢ two variables is in the same direction, it is
the Proportionate change in the values 0

. i 1
. e is described as + L
Calleq Perfect positive correlation and the Vfluthe reverse direction, then the relationship
L} e in

. OWever, if equal proportional changes ar o pedas-L
S known 54 Perfect negative correlation an

Zel'
0 Corrg|ati
Wh e atlon .ables
lor there is ng relationship between the ﬂ”"azl’:: of on:e
e, "€ of Correlation ). So, a change in the ¥ value of coe
“lue of the other variable. In this case, the

we say that there is zero correlation
variable has no particula.r effect on
fficient of correlation will be zero.




Jation
I s " tatiSﬁCSf g 55U sﬁflcofr_e e
________ \‘QSS)W | M,a//// simPIeSt method of studvi - = 11.7
Limited Degree of Correlation N ) I the- any numerical valye e relationsh; between ty, o
In real life, economic data do not indicate perfect positive or negative corre] calculating : © variables, without

time, the cases of zero correlation are also very limited.

* Generally, we find some limited degree of correlation between €conomje
* The value of correlation coefficient (r) normally lies in between +1 and -1,
* If the changes in two variables are unequal and in the same direction, corre]

and positive.

* Correlation is limited negative when there are unequal changes in the reve
The limited degree of correlation can be high, moderate or low.

Interpretation of Correlation Coefficient

According to Karl Pearson, the coefficient of correlation lies between two limj
* If there is perfect positive relationship between two variables, the valu

would be +1.

* On the contrary, if there is perfect negative relationship

of the correlation will be —1.
* It meansr lies between +1 and —1.

Within these limits, the value of correlation is interpreted as:

Degree of Correlation

ation, 4, the
Variableg

ation jq1. .
nlshﬂ'uted

5 directy,

tsie s

between two Variables, the Valye

Degree of Correlation Positive Correlation Negative Correlation
Perfect Correlation +1 -1
Very High degree of Correlation +0.9 -J.9
Fairly High degree of Correlation Between +0.75 and + 0.9 Between-0.75and-0.9
Moderate degree of Correlation Between + 0.5 and + 0.75 Between - 0.5 and - 0.75
Low degree of Corelation Between + 0.25 and + 0.5 Between - 0.25 and - 0.5
Very low degree of Correlation Between 0 and + 0.25 Between 0 and - 0.25
No Correlation 0 0

11.6 METHODS OF MEASUREMENTS OF CORRELATION S

. are:
There are different methods for measuring correlation between two variables. Some of the™
1. Scatter Diagram

2. Karl Pearson’s Coefficient of Correlation
3. Spearman’s Rank Correlation Coefficient

11.7 SCATTER DIAGRAM

. . . ] ” ar[afi i
> Scau"d'%mmﬂ(g Handfattractive»met};gd of diagrammatic representation of b

'e.of correlation between the variables— e
ual idea about the nature of association betwee

* A scatter diagr: gives a vis

represents a pair of values. dots on the graph. Each dot
; hical representation of the values of ;
This graP Of the variapyes jg known ;
diagram- as scatter diagram or dot
t rpretation of Scatter Diagram
[nte

gy observing the pattern of dots, we can knoyw the
e of correlation. Inspection of the scatter diagram
lationship-

he scatter diagram can be interpreted in the following ways:

Presence or absence of correlation and the
&1ves an idea of the nature and intensity of the

1. Perfect Positive Correlation: If all the points of scatter diagram fall on a straight line with

positive slope (see Fig. 11.3), then the correlation is said to be perfectly positive (r = + 1)

Y Perfect Positive Correlation
4 (r=+1)

Perfect Positive Correlation
Fig.11.3

. ioht line with
2 Perfect Negative Correlation: If all the points of scatter diagram fall on a straight line wi

; : i =-1).
Negative slope (see Fj g.11.4), then the correlation is said to be perfectly negative (r )

Y  Perfect Negative Correlation

»=_ N

&

2
e

A r=-1)
Ny
\\
N
\'\
X }
’ | 4
Perfect Negative Correlation
Fig.11.4



TSNS Stayg Ve
- 5 . . fles for ¢, 48Ures of “Correl‘a‘llon e
3. Positive Correlation: When all the points of scatter diagram cluster aroung By, et
. 5 A = \ . sae G < ' ! ]
going upwards from left to right, the correlation is positive correlation (se ! itr“lght“ ‘ How 10 interpret a Scattey Diagrap, » i
11.6). ¢ Fig gy s e Consider the following points, T =
Mg "Preting 4 —
. Dense or scattered pojnts. Scatter giagrgr, ————
High Degree of Positive Low Degree of Posit ; rrelation PRI the poi 13 (dotq £ )
Y Correlation ¥ Correlation ' price May be expecteq betwegn y ) 2@ close each o .
A widely scattered, a poor COrmelation e bzhe W0 variapeg F;owwﬂher' 2 high degree |
3y be g sver, if the poin i
Y 2. Trend or no trend: If the pojy, - *Pected betwen ther points are |
% € scatt, ’ |
} o or downward), then v, ; er diagram . !
f A wabios are)unco laflables are said tg pg corre?m ™ SMowS any trend (sither upward |
’- Ie va rrelated. ed and if ng trend is revealed the |
.o :
* 3. Upward or Downward trepg If there is an \
v j l
. . corner and going upward to the upper rlght‘:]p;:m trend rising from lower left hand
a — X 5 . . (it means \{alues of the two variables move i the s comer, the correlation is positive
High Degree Positive Correlation tow Dagrss P points depict a downward treng from the upper | ame direction). On the other hand, i
Fig. 11.5 QreeF_ ositive Correlation corner, the correlation is negative (it me per left hand comer to the lower right hand |
ig. 1.6 opposite directions). ans values of the two variables move in the
4. Negative Correlation W ; ; A ) :
N .L on: When all tfhe points of scatter diagram cluster around a str; ehtli 4, Perfgct (;:orrelatlon. If thg po.mts on the scatter diagram lie on 2 straight fine with a |
with negative slope, the correlation is said to be negative as shown in (Fig. 11.7 anq 1 e positive stoPe,’]the" correlation is perfect and positive. On the other hand, # althe points |
P . 8). a s r H H o N 'y i
8) lie on aight line with a negative slope, then there is perfect negative correlation.

» X

High Degree of Negative Low Degree of Negative
I Correlation Y Correlation
\\“\
p 3
&
LN
! L]
—> X
@] o

High Deg'eeFNegmve Correlation Low Degree Negative Correlation

ig.11.7

Fig.11.8

5. No Correlation: If the points are scattered in a haphazard manner, then it is a case of zer0

or no correlation (see Fig. 11.9 and 11.10).

—» X

Y Correlatior
4 o Y No Correlation
i o’ i : .“ . ° .
| *® e, '. . o

.o .. e : .c .0 .. .-. :

Pe : . ¢ o. ..
ol — X e
No Correlatior: O
Fig.11.9 No Correlation
Fig. 11.10

Practicals on Scatter Diagram

Example 1. Make a scatter diagram for the following data and state the type of correlation

between X and Y.

10 | 20 ‘

70 {

Solution:
The scatter diagram is obtained by plotting the values of Series X on the X-axis and values of Series Y on

the Y-axis. Plotting the values (10, 70), (20, 140),......
diagram (See Fig. 11.11):

(50, 350) on the graph paper, we get the scatter

X
. ,
> 280+ y
§ 210 F >
woF -
70 - .l
_J’H’_»——-*/
5102030400
Series X
Fig. 11.11 . oy
pomﬂpocllm correlation between

is
Its Obvious from the scatter diagram that e
Series X anq series Y.

NN



Example 2, Draw a scatter diagram to represent the following va!ues
of Xand Y variables. Comment on the type and degree of correlation.

T 25
X 15 20 | 25 | 27 ] 30 o
e 7 0 | 12 | 16 | 18 5 ‘
org 10 .
Solution: ° )

Plot the values of variable X on the X-axis and variable Y on the Y-axis.
A glance at the above scatter diagram shows that there is an upward trend of
the dots from lower left-hand comer to the upper right-hand comer. It means,
there is positive correlation between values of X and Y variables.

Ol 59075 203535
Fig. 11,15

Merits and Demerits of Scatter Diagram

Merits of Scatter Diagram
1. Simplicity:Itis a simple and a non-mathematical method of studying correlatiop, betweey
two variables.
2. Easily understandable: It can be easily understood and interpreted. It enables us to knyy,
the presence or absence of correlation at a single glance of the diagram.

3. Not affected 3\ extreme items: It is not influenced by the size of extreme Values, Whereas
most of the mathematical methods lack this quality.

4. First Step: Itis a first step in investigating the relationship between two variables,

Demerits of Scatter Dia gram

1. Non-mathematica] method: This method does not indicate the exact numerical value of
correlation which is possible by other mathematical methods of correlation.

2. Rough Measure: It gives only a broad and rough idea of the degree and nature of correlation
between two variables. Thus, it is only a qualitative expression rather than a quantitative
expression.

3. Unsuitable for large observations: It is not possible to draw a Scatter diagram ona graph
paper in case of more than two variables.

SCATTER DIAGRAM

(Simple and attractive méethod of diagrammatic representation of bivariate
distibution 1o determne the nature of corrolation between the variablos)

—

Merits Demerits
Simple and non-mathematical method of Non-mathematical method
studying correlation

Gives only a broad and rough Idea of
degree and nature of correlation

Not suitable for large observations

Can be easily understood and interpreted
Not influenced by size of extreme values

First step in investigaﬂng relationship
between two variables

A

a5 0f correlation

ures
po5.— 1.1
M’/ iagram met hod Shows the ex iStenCO nd di ——

p ; X ; a ddlfecﬁon ,

f ent afcorrela.tlon; ’;.:., cl’t dc;els Notindicatg theg nur‘;f::c,.rajla';"”- However, it does not quantify
e surin Correlation value of cg 7 1

thod for mea g o between the p, Variablgg y; rrelation. A mathematical

0 Karl Pearson, known as Kay Pearson’g ¢, S Suggested by the famous British

ioian,
statistic’ of Correlation,

11.8 KARL PEARSS;:S COEFF,'C'ENT OF CORRELATION

ol Pearson (1867'-1 th) ;Vas . fﬁr St PerS@ to give mathema
formula farmeasiEia titdrgres IEIahonshlp between two Vvariables
in 1890. , .

, The Karl Pearson’s coefficient of correlation is also known as

‘product Moment Correlation’ or “‘Simple Correlation o efficient’.
. It is the most popular and widely used method to ¢ E .
rrelation coefficient. e |

o ;to is denoted by the symbol ‘r’ (risa purenumber, i.e.ithasno unit). KariPearson (1867-1936) |
According to Karl Pearson, Coefficient of correlation is determined by dividing the sum o‘];
products of deviations from their respective means by their number of pairs and their standar
deviations.”
It means, Karl Pearson’s Coefficient of Correlation (r) is calculated as:

Sum of Products of Deviations from their respective means
re Number of Pairs x Standard Deviations of Both Series

; Xy m
fef = =)
N x o, x o, ‘
Where: |
N = Number of Pair of observations _ *
x = Deviation of X series from mean (X- ;;
y = Deviation of Y series from mean (Y- e
o, = Standard deviation of X series, 1€, N
X
6. = Standard deviation of Y series, 1€ [\
X
r = Coefficient of Correlation

~~varl o
Jtion and CoV ariance
‘

At of the
Ation is based on covanance
- 3 correlahol\ 15
fficient of

Kar| Pearson’s Coefficient of CO”_'el ho
Kar) Pearson’s method of calculating

: together.
‘Oncerned variables ¢ the degree 0 which two Wﬂ“!::seit’;g. i
Covarj ) o | sentation of the which two variable vary tog
Variance is q statistical repre \s the degree t0 oV (X Y)

=C
Wically, it is a number that reflec Y is denoted by

d
f .i\bles Xan
. COVariance Symbol of two vart
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11.12 s \
A latio 1 Pana
. o af/sr,C$ for g, 1 g5 of Correlation ¥
e Covariance of X and Y is defined as: Sh . Magf_‘{’_ e
. sX-X)(Y-Y) _ Dy E
DA SaaY A L A | .
Covariance (X,Y) = 5 =N Goefficient of Correlation (r) = Ni 1113
. . . . . x o
'.I'he formula mentioned for computing Pearsoruan coefficient of correlation can b 11 =
into a much easier formula: € tl'ansfol.m Y —x—
r =
As stated earlier: A N % 9
1 1
r = ny 0 25 = 10 X — X —
N x o, X O 8 o
10
X .
or, r=“;yxix_1_ Oy = §x0.25
Ox Oy Ans. Standard deviation of Y series =5
or, r= Z:Y - gxample 5. If covariance between two variables X and Y i
s =2 . Iy eries Y are 10.6 and 12.5 respectively. Calculate th 1s 9.4 and variance of Series X and
N N ” e coefficient of correlation.
Solution.
or, T =i_ o ’ i Zxy
3 twi == _
‘/m - s Covariance between XandY = " 9.4
It must be noted that this method i 1 i =0’
is to be applied onl; iati ; Variance of X = o, = 106
means and not from assumad means pp! ly when the deviations of items are taken from actual .
. o, =106 = 3.25
Example 3. Find the coefficient of correlation between X and Y Variance of ¥ = 03 = 122
e i : o, =125 = 3.53
No. of items X Series Y Series
Standard deviation 30 30 Coefficient of Correlation (1) = _N_z-xy—o
X 0, X
Summation of prod e 8 2 L
uct of devia .
P deviations of X and Y series from their respective means = 150 re 1 94 x g e
N o o 325 35

Solution:
Given, N = =
,N=30,0,=3, cy=2andey= 150
3xy 150 150

r= . 190
Nxo,xo, 30x3x2 180 05ed

Ans. Coefficient of correlati
fior< ; :
fon =0.833.There is a fairly high degree of positive correlation between xandY

(S latlon i if: ici .

Solution:

Covariance between X andY = Z_xy =10
i

2

Variance of X = o = 64

Ox= 64-_—8

r=9.4 x 0.307 x 0.283=0.816
Ans. Coefficient of correlation = 0.816.Thereisa fai

Features of Karl Pearson’s Coefficient of Corr ela

1. Knowledge of direction of cor
relationship, i.e., whether the relat

2. Size of Correlation: It indicates the size
correlation coefficient ranges betwes

3. Ideal Measure: It is an appmpriate meas:r:t
important statistical measures g men &

4. Indicates magnitude and

direction: '
the magnitude of correlation butalsoits deact
then the correlation coafficient wil

|be & positive
we will get negative corre!

ation coefficient.

rly high degree of

relation: lt give
ionship between
of relati
n+1and-1.

The coefficient of
on. Ift

tion
s the knowledge about the direction of
two variables is positive or negative.
onship between the variables, i.6.

of correlation &s it is based on most

andard deviation.
correlation not only specifies
re directly related,

he two variables a
ship,

ue andincase of inverse relation

-

g

e

positive correlation between XandY.
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11.14 e — listics fo, Clagg " Maﬁ” & -
I ‘ ion: Iculation of Coefficieht oo .
[ Value of Correlation Coefficient e gt Calculatlon of Coefficleht of Corregy
The value of the comelation coefficient shall always lie between 1. g iy ik
* Whenr = +1, it means there is perfect positive correlation: .
* When r = -1, it shows that there exists perfect negative correlation between the twg
variables. .
e Ifr=0. it means there is no relationship between the two variables.
=0, ) ) o ‘ 4
| However, in practice, correlation coefficient normally lies in between +1 and—1_\} | (‘ _0\ n | - \%
11.9 CALCULATION OF KARL PEARSON’S COEFFICIENT OF CORRELATION | jﬁ: *g + ® o Tt
’ — + T
i i i i ding to Karl Pearson’s fo 30 IS . 46 3% =
While calculating coefficient of correlation according rmula, we can yg, ~x=147_| D=2 | Wewt | e Zxy =168
the following methods: - =
X
1. Actual Mean Method (Example 6) igﬁ:—?_: 21
2. Direct Method (Example 9) o 84
3. Short-Cut Method / Assumed Mean Method /Indirect Method (Example 10) § Yo =k
4. Step Deviation Method (Example 12) ‘ Zxy

Coefficient of Correlation (r) =

: 2 2
&ual Mean Method | | DX x 3y

=168; Ex2=252; Ty? = 112
Karl Pearson’s method of computing correlation by the Actual Mean method involves the i 1166 “ X : 6; 168
following steps: ‘ =— =1

| T[e2xti2 28224 168

Steps for Calculation: ' Ans,Coefficient of Correlation = 1. There is perfect positive correlation between the values of Series X and
Step 1. Calculate the means of the two series (X and Y), i.e., calculate X and Y. . Seriesy.

Step 2. Take the deviation of X series from X (mean of X) and denote the deviations by x. Note:Actual Mean method has a lengthy process because the actual means of both the series are to be
Step 3. Square these deviations and obtain the total, i.e., Tx2. luiated and then deviations are taken.

Step 4. Take the deviations of Y series from Y (mean of Y) and denote the deviations by y- |
Step 5. Square these deviations and obtain the total, i.e., Ty2.

Step 6. Multiply the respective deviations of X and Y series and obtain their total, i.e., ZxXy

Step 7. Substitute the values of Ixy, Zx%, Zy? in the following formula:

Bample 7, Calculate coefficient of correlation from the following data:
() Sum of squares of deviations of X values from mean (£x?) = 136.
(i) Sum of squares of deviations of Y values from mean (Zy?) =138.

i) Sum of products of deviation of X and Y values from their means (Exy) =

Solutigyy.

122

- Zxy
,’ 2 x 3y2

Ixy

Coefficign
tof Correlation (r) = J,———,{.
2 x Iy?
Txy <
V=122 < 136, 542 - 138
122
Q
T 122 122 49
138 x 13 J18768 137

A  positive correlation between X and Y.
" Cosfticent of Correlation = 0.89. There is afairly

high degree 0
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Example 8. Calculate the number of items, when standard deviation of series X is 6 ang Coeffig; |
of correlation is 0.75. Also given that sum of the product of deviations of X and Y from actsnlt
t:|

means is 180 and sum of squares of deviations of Y from actual means is 160,

Solution:
r = =y
J X2 x Zy?
180
075 = ———
,[sz x 160
(180)2
0.75)2 =
( ) x2 x 160
32,400
0.5626 = ———
2x2 x 160
32,400 2,
x2 = = 52,400 = 360
160 x 0.5625 90
3>x2 = 360
2
Standard Deviation (o,) = .
e
N
360
6 12
(6) N
=20 _10
36

Ans. Number of items = 10.

l7éirect Method

The coefficient of correlation can also be obtained withoyt finding out the deviations from the

actual means. The steps involved in the Direct Method are:

Steps for Calculation

Step 1. Calculate the sum of Series X and’ denote it by £X

Step 2. Calculate the sum of Series Y and denote it by £y

Step 3. Square the values of X series and obtain the total, j.e., xX2

Step 4. Square the values of Y series and obtain the total, i.e I TY?

Step 5. Multiply the values of series X and series Y and Obta'i’n their total, i.e., XY

i MWfratistics for Clagg X

Correlation o
resof__- e 11.17

s N

e al -

step 6 Substitute the values of ZXY, IX, LY, zx2 and £Y2in the following formula
NZXY -3x.5v

The following example will make the direct method more clear:

fxample 9- Calculate the coefficient of correlation of the data given in Example 6 by the Direct

Method.

Solution:

Calculation of Coefficient of Correlation (Direct Method)

7 X-Series i
g X l G
1 ] 144 [ 36
15 | 22 | s | - | =
N S T R R——
- , T e I 12 ! 144 [ 252
24 | &8 | Les [ & | 33:
27 [ 729 | 16 f i | :o
30 | 900 | . | i | IXY = 1,932
X = 147 | 2x2=3339 ] Iy-84 | IV?=1120 | =1,
NEXY - ZX.ZY

g 2 "
Coefficient of Correlation (r) = NEXZ- (X2 x [ NEYZ- (ZY)?

.sXY=1,932andN=7
Here, X = 147: 5Y = 84; X2 = 3,339; IY2 = 1,120, 2XY =1

- 7X1,932—147X84
h 2
J7x3.339- (147)2 x7x1,120-(84)

i 13,524 — 12,348
s 13524-12348
V 23,373-21,609 x 7,840-7.056

__ 1176 1,176 _ 1176 _ 4

V1764 x [784  a2x28 1176 et psive corea
Ang, Coefficient of Correlation = 1. There s pe
Y.

Ories Y,
éz Mean Method) <ible only when the mean values

tion between the values of Series X and

Sh
Thort- Ut Method (Assumed 1o lengthy and is poss
e is qui Iy jons.
are - ethod based on actual means is 4 ralues are in fractic” thod (assumed mean
e mean Vv short-cut me
llowing formula

Wi 0 : CtiCe'
le numbers. But in pra it is better 10 USSR e fo

der to ayoid dificult caleulations = © o assumed

'Tl ; ak
Is ethod) -In this method, deviations ¢ ’
Useq,

Paae

)V < e R
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210; Zdx = 21; Sdy

NZdxdy - Xdx x 3dy

B0 = (Zdx)* X [NZdy?~ (g7

)

=14;N:7;de?:3‘5;2dy":
7x210-(21) (14)
(21)2 x.[ 7 x 14 14)2

-294 1176 1,176
784 42x28 1175 |

nt of Correlation = 1. There Is perfect positive correlation between the values of Series X and

culate the Karl Pearson'’s coefficient of correlation from the following data:
iation of X values (Zdx) =5
es of deviations of X values (Zdx?) = 40
of deviation of Y values (£dy?) = 50
roduct of deviations of X and Y values (Zdxdy) = 32




anf/:;{/

cs8 F‘I I ( /,

Asg y,

YNZdy? oy

20 =315, 742 - 149

& e L
J784  42x28 1175
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Step 2. Talike the deviations of Y series from the assumed mean and divide them b
factor to get step deviations (dy’). Obtain their total to get Zdy’.

Step 3. Square the step deviations of X series and obtain the total, i.e., Tdx'2,

Step 4. Squéi;e the step deviations of Y series and find the total to get Zdy"?

Step 5. Multiply dx’ with dy’ and obtain the total Zdx'dy".

Step 6. Subsﬁfu}'e the values of Zdx’, Zdy’, de,?, Zdy' and Zdx'dy” in the fonow}‘.\lg formyj,,

% Nzdxdy - Zdx' x Sdy \ o

/if:’\; Nzgy_({z -(Zdx'? x [ NZdy?-(Zdy’)? \
* N = Number of pair of observations. \

Xdx’ = Sum of step deviations of X values from assiumed mean.

Z&y’ = Sum of step deviations of Y values from assur\nqd mean.
Tdx2's Sum of squared step deviations of X values from assumed mean.
Zdy”? = “Sum of squared step deviations of Y values from assumed mean.

Zdx'dy’ = §um of the products of step deviations dx’ and dy’.
Let us understand this method with the help of following example.

y commOn

\

\

Example 12. Calculate the coefficient of correlation of the data given in Example 6 by the Step
Deviation Method. ’

Solution:
Calculation of Coefficient of Correlation (Step Deviation Method)
X-Series Y-Series
X dx=X-A| dx | dx? Y dy=Y-A dy dyl?i o e
A=18 | dx-? Lk dy'=? dx'dy’
| C=3 C=2 e |
12 | -6 -2 4 6 -4 -2 4 | 4
= = ‘ 1 1
15 3 | 1 1] 8 -2 -1 1 -
18 (A) o | o o | 10(a 0 0 o | 0
21 +3 w1 1T | 12 +2 +1 1 !
24 +6 +2 4 | 12 +4 +2 e
27 +9 +3 9 16 +6 +3 9 9/,/
30 F12 ) 16 18 78 +4 T
Fedv'dy’
Zdx’'=7 Zdx2=35 Idy' =7 zdyrz =35 zdxagV ‘
j‘—’/

NZdx'dy’ - Zdx’ x Zdy’ i
r =
| NZdx? - (Zdx')2 xJ NZdy2 - (Zdy’)? ’

Here, Zdx'dy’ = 35; Zdx’ =7;Zdy’ = 7;N=7; Sdx"2 = 35; Zdy’2 = 35

gﬂ S 0/( o/rela[ion“ )
M S |
e 7)(:35" (:))( (;) e - _,,1771 21

g\/ﬁ_a)a x| 7x35-(72 B

24549 196

/— =1
= Tig6 x 196 196

Coefficient of Correlation=1.

.. el
(hang€ of Scale and Origin aion between values of Series X and SeriesY.
coefﬁdent of correlation is independent of c

. Any constant added or subtracteq (
coe icient.

. Gimilarly, any constant multiplied or divideq i
e ed (change of scale) will also not affect the

hange of scale

and origin,
change of origin) d ol

0es not affect the value of correlation

In Example 12, values of deviation of X series (

3 Similarly, values of deviation of Y series (6, 8, 10, etc.) are divided by a common factor 2. But

such a change in scale of X or Y series has not changed the value of r (value of r is 1) So we

can conclude that correlation coefficient is independent of change of scale of X and Y
Refer Example 13 for more clarity on this point.

12, 15,18, etc.) are divided by a common factor

Example 13. Find coefficient of correlation from the following figures:

—_—

X 0.5 1.5 1.2 20 1.8 25 1.6 | 30 3.2 35
Y 100 400 300 600 500 | 700 | 400 | 800 900 800
Solution:

The coefficient of correlation in not affected by the change in sc?a.le and .origin of variables. _So, in order to
make calculations easier, we can multiply series X by 10 and divide series Y by 100. By doing so, we get

the following table:
Calculation of Coefficlent of Correlation

Series X e e - dxdy
X dx=X-A e b sy e i e
A=20 BRI e ‘4 16 60
5 225 1 -
N -15 IR 1 5
s s | s | 4 T 4 | 1
12 prs—— 64 3 T N 0
-8 b B i i LN SRS ..
20 (A 0 6 — 1 o0 | 0
—<9(A) N T NS Sy 0 0 oo =
st SRS T E 50 |0 —— T 10
18 -2 | 4 L —T1 2 | 4 I
N T I LSS e I T .
L T e e R O T S 9 | %
~ - +
w100 | 8 e 48
% T10 00 Lo——sr—3g | M L.
i o T 7 NS S e oy i Y S
g . . i /T"";W Zdxdy =218
B s | L s
T sav—g | xdx? =828 | —
\ Idx=8 L "
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o NZdxdy - Edx x Edy
v NI - (Zdx)? x [NZdy? - (Zdy)®
Here. Zdxdy = 218; Zdx = 8 Xdy = 5; N = 10; Zdx? = 828 and Zdy? = 61
10 x 218 - (8) (5)
=\r" 10x828-(8) x [ 10x61-(5)7

2,180-40 2,140
V8216 x /585 2,19234
Ans. Coefficient of Correlation = 0.976. There is a very high degree of positive correlation between x andy

= 0.976

Example 14. The following table shows the heights of a sample of 10 fathers and their eldest sons;
Heghtoffatherincm) | 170 167 | 162 163 | 167 | 166 | 169 | 171 | 164 165

_Height of son (incm) 168 167 166 166 | 168 | 165 | 168 | 170 | 165 168
Solution:
Calculation of Coefficient of Correlation
_Height of father (in cm) Height of son (in cm)
X | de=X—A @ Y bay-v-a ay? dxdy
| A=165 5 a2 DT A=65
170 +5 25 168 +3 9 +15
167 +2 4 167 +2 4 +4
162 -3 9 166 +1 1 -3
163 -2 4 166 +1 1 -2
167 . +2 4 168 +3 9 +6
166 +1 1 165 (A) 0 0 0
189 sa 16 168 [ +3 9 +12
171 |  +6 3% 170 § +5 25 | +3%0
_18s | -1 | 1 165 ' 0 o | 0o
1654 0o 0 168 ‘ +3 g | 0 _
Zax=14 | I6=100 | a1 | zayioer | Zaxdy=6l
NZdxdy - Zdx x Zdy

r = e
J NZdx - (Zdxy? x | NZdy? - (Zdy)?
Here, Zdxdy = 62; Zdx = 14; Zdy = 21: N = 1°$ZUX2=100;}Zdy2=67

B 10 x 62 - (14) (21)
~[10x100-(1ap x [10x67- (217

620 - 294 326

" 804 x (220 azo087 7

|

sure8 of Correlation

085"
The given example can also be simpjfiy .

32.6

LetZ = Tg0.4 x.[22.9

32,6
log z =09 [,/ 80.4 x 22.9J
log (32.6) - log [\/ 80.4 x 22.9] (

. m
| “log—= Iogm—lognJ
\ n

11.23
h the help of Log Tableg:

(Taking log on both sides)

]

log (32.6) - log ,:(80.4 x 22.9) %J

log (32.6) - %[ log(80.4) +log(22.9)|

]

(" logm"=nlog m)

1
1.5132 - ?[ 1.9053 +1.3598 | = 1.5132-1.6325 = - 0,119

=—1+(1-0.1193)
log z = 1.8807

z= Antilog (1.8807) = 0.7598 = 0.76
Ans. Coefficient of Correlation = 0.76. It shows a fairly high degree of positive correlation between the heights
of fathers and their eldest sons.

Example 15. Calculate the coefficient of correlation for the following data:

e Husband's age sl arhl Y sl WikS a9
[ 22
30
a2 [ 25
T 27
34 —— o8
—_—_— 8% 5
i BT
— By
e 40 2 -
e T SN e <




B e —
CSdsS

11.24 S - Sfal/st/cS/O,C
3 ot | 1 T e [ w2 | 4T
40 . +3 9 31 | +3 9 | .
D S I #__ | L
.. U A RNV
Idx=-1  Zdx?=171 | Zdy=5 | Zdy*=101 | Zdxdy < g5

NZdxdy - Tdx x Zdy
r =
J NZd@ — (Zdx)? x J NZdy? - (Zdy)?

Here, Zdxdy = 126; Zdx =-1; Zdy = 5; N = 9; Zdx2 = 171; Zdy2 = 101

4 _ 9x126-(-1) (5)
NG x [ 9x101-(5)2
1134
_ +5 _ 1139 = G678
J1538 x [884  1166.015
Ans. Coefficient of Correlation = 0.976. It shows very high degree of positive correlation between the age
of husband and age of wife.
\ 11.10 ASSUMPTIONS OF COEFFICIENT OF CORRELATION

Karl Pearson’s coefficient of correlation is based on the following assumptions:

1. Linear Relationship: In this method, it is assumed that there is a linear relationship between
the variables, i.e., if the paired observations of both the variables are plotted on a scatter
diagram, the plotted points will form a straight line.

2. Causal Relationship: There is no cause and effect relationship between the two variables
under study. However, there exists a cause and effect relationship between the forces
affecting the two variables. Correlation is meaningless if there is no such relationship.

3. Normal Distribution: The two variables under study are affected by a large number of
independent causes of such a nature as to produce normal distribution. Variables such2s

height, weight, colour of skin, commodity prices, demand, supply, etc., are affected by 2
multiplicity of forces.

4. Error of Measurement: The coefficient of correlation is more reliable if the error of
measurement is reduced to the minimum.

11.11 PROPERTIES OF COEFFICIENT OF CORRELATION _____—

1. Coefficient of correlation lies between — 1 and + 1. This property of r will also serve a.sz
useful check on the correctness of our calculations. If the calculated value of r lies 0ut®
these limits, then there is an error in the calculations.

5 s ’ ; 1e of
2. The coefficient of correlation is indepe | scale

ndent of the change of origin anc

Jres of Correlation

11685 S

R ' coefficient of correlation (r)i 11.25

3' poth the variables increase or decregs, t
0

iﬂcrease as values of other decrease and \"ice-\’ersa
iables Xand Y are inde e

5, WO varia pendent, Coefficient of correlation between them e
h - w. e Zero.

(112 MERITS AND DEMERITS OF Cogrricigyy o CORRELATION

e merits Of Karl Pearson’s method are:
4, Popular Method: It is the most popular ang most wide
; studying correlation between two variables,

,, Degree and direction of correlation: The correlation ¢

. oefficient summarises in one figure
notonly the degree of correlation but also the direction, i.e., whether correlation is positive
or negat—ive.

ly used mathematical method of

Demerits

The main limitations of Karl Pearson’s method are:
1, Affected by extreme values: The values of correlation are unduly affected by the value of
extreme items.

. Time Consuming Method: As compared to other methods, it is more time consuming.

W o

. Assumption of linear relationship: The correlation coefficient always assume linear
relationship regardless of the fact whether that assumption is correct or not.

. Possibility of wrong interpretation: One has to be very careful in interpreting the value of
the coefffcient of correlation as very often the coefficient is misinterpreted.

Coefficient of correlation by Karl Pearson’s method can be ascertamgd only whigsq:.;zgt/;’uef:
measurements of various items of a series are availgble. However, lm ,7121,7};3339 va’n'ables e
measurement of phenomenon under study is not possible. For iﬁﬁ :’n?easured g
efﬁCiency, honesty, intelligence, hiity, bravsl e ciuch qualitative variables, say
terms. If we want to study the correlation between tlw:'on ol

intelligence and beauty, then Spearman’s Rank Correla

-

113 SPEARMAN'S RANK CORRELATION —

~EMeasure of rank correlation was developed by BnhSh Psy,'cthe:t: il:e
rles Edugrq Spearman’ in 1904. In this ".'d.h"d’ ?:Z:,‘:relaﬁon is

ZSSIgnEd ranks according to their characteristics A"

""Pted betyyeer, these ranks.

se

ol?:k crrelation method permits us to Correlatjé'zhhevgpe
ervat: . anking.
Q "Vations which are subject to I 6

0 . jon is:
Telation formula for computing correlation

ts of qua]jtaﬁve
arman’s Rank

| Charles Edward &
3Spumm(1w"9‘5)"
 Spearman (1863-13%)

. . i
measurements. We will observe that changes of origin and scale of both the variablés v

have no effect on correlation coefficient ( refer Examples 12 and 13).

.

=1 -

Y 9

63D?

‘N3-N

-

- '&_’ﬁf;,



Statistjeg for Clagg ), 17 and 18 will illustrate the com, V
1 es 1 6, PUtation of rank cor, Slation .

D? = Sum of square of Ranj Differ,
Neesd

1126 . 127

Where: 1, = Coefficient of rank correlation; T
N = Number of pairs of observations;

The value of the coefficient I Is interpreted in the same way as Karl Pearson’s coefficient °’°°’Tela ,
fts value ranges between + 1 and - 1. Rank comelation is equal to product moment correlatiop, be!w,:n,,'

the ranks.
11.14 COMPUTATION OF RANK CORRELATION ' '
There are three types of problems in Rank method: ™ Calculation of Rank Correlation p
1. When Ranks are given. I Hankl;y,ludgez i 51
PRE e

2. When Ranks are not given. ' i i e i
3. W'tmRanlsareequalorrepeated. 7 5 ; 6 j 3 np— o)

When Ranks are Given 4 s
W]mordg-otxanlssg:vemﬂ\econelaﬁoncoefﬁaentcanbedetermmedb ! l M
~ _ o 3 | | - 4
>teps in Calculation 1 1 3 | -2 4 .'u
Step 1. Represent the ranks of first variable by R; and second variable by R,. 2 ! 4 -2 4 &
Step 2. Take the difference of the two ranks (ie., R; -R,) and denote these differences by D. 6 | 7 -1 : 21
Step3.Computr&tesquaresofﬂ\esediffermoesandtotalthemtogetEDz. N=7 [ I’ =40
Step 4. Appl_vthefoﬂowhgformula:rk =1- ey . 62D?
N°-N Rank Coefficient Correlation (r,) = 1 - PN
= FtrBwerlh‘ierstanﬂL i ID2=40;N=7
Perfect Positive Rank Corretation (re=+1) Perfect Negative Rank Correlation (re=-1) 6(40) 240
fic = +1, when there is compiete agreement in the order =1, when there is complete disagreementin order =1 - el e 0.285
drarisafidtrledecamoflais'sabosarne. ofranksandtheyareinoppositedirection. e e R k( - Jati 0.285. There is low degree of positive correiation.
T - | - i n= -
. Calculation of Rank Corelation 5 Calculation of Rank Correlation i o Coufhicient ofvoneltio , she vl ghvens ek
Candidate Rankby Rank by R;-Ry) D?  Candidate Rank by | Rank by ! (R,-Ry)| I? E"“ﬂple 17. Calculate Spearman’s Rank correlation of coefficient from
1% Judge 2= judge (D) 1 Judge | 2% Juage | T 5 7 5
(R,) (R;) (R,) ' 2 i 1 " 4 8 7 L
S | ! P 5 o 14
A 1 1 0 0 A e !' 3 ; 2 = ‘& :
B 2 2 0 0 B 4 :
-T2 | 0 | 8 lutin. nk Correlation ]
C - 3 o - - | tion; Calculation of Ra — : 4' f‘
—_— T - ! P 3 LT
D 4 -4 J 0 | o | D X“ @ Al
N=4 | ID?=0 Nog4 £D’ - R JEE— 3 4
st 2o EE—— I
(210g 620 2 b gy e — ¢
Rank Coefficient Correlation (r,) = NN Rank Coefficient Correlation () =1 ﬂ e 1 I N T kf2 e 1 ;
o, B s 4 T 3
€efe, = 0 =4 o Hefe, ID? = 20N =4 »\\? I o _ ,4 — — ;7107 et ”/‘_‘;A‘wf—-’—i,’r N %
no=1--80 _ - 1 , 6(20) 120 .. 5 T s — +1 )]
(4 -4 ]~ = = -1 — - e
It shows a perfect pogit n 4y -4 60 - e~ 7 6 - T piav2
f . — PO
Judge and 2‘)':’5 Juc’g:os e comelation between 1+ | shows a perfecy negative correlation betwe M 6 7 ‘,_ ’///
—— . Judge ang o Judge. =7 L

!
t
1




.
A . Statistiog o,
I—_
6ZD?

Rank Coefficient of Correlation ) =1- NN
ID2=12;N=7

6
Roetleab2) T e

@3-7 336

Ans. Rank Coefficient of corrslation = 0.786. There is a fairly high degree of positive correlation

Example 18. Ten competitors in the singing competition are ranked by three judges ip ¢
following order: e

f U
o

‘1 (“)

i 1. | 5 | a4 8 9 6 10 7 .
4 8 | 7 6 5 9 10 3 ]
6 7 | 8 1 5 10 9 2 4

Use rank correlation coefficient to discuss which pair of

common tastes in singing competition.
Solution:

In order to determine which pair of judges has the nearest a|
have to calculate the rank coefficient of correlation between

(i) Firstand Second Judge
(ii) Second and Third Judge
(iii) First and Third Judge
(I) First and Second Judge

the rankings of:

judges have the nearest approach ty

pproach to common taste in beauty, we shal

Rank Correlation between First and Second Judge

Rk P e woy
B S (s 2 i) : D2
1 4 -3 9
5 8 -3 9
4 7 -3 9
8 6 +2 4
9 5 +4 16
6 ] -3 9
10 10 0 0
7 3 4 16 —
3 | 2 | . e
‘ +1 I
2 | 1 | +1 1, -
S S ., rm— -
N=10 | j ID? = 74
Rank Coefficient of Correlation (r,) = 1 - 637‘02
N3-N
ID2=74;N=10
6(74 444
e = ——()—= 1-——= 0552
(10-10 990

165 of corr elaﬁouﬂ

; sond and Third Judge e - = .29
o

Rank Correlation between Second ang 1

R hird Judge
| 7T py Judge Rank by Judge 3 . }
E 17 [ liat
4 6
— 9 ]
= s 7
/’_—,—-—_\'
7 8 p
6 1 ﬁ
ﬂ'
5 5 5 l
10 9 +1 % 3 AF
3 2 +1 r 1
z 8 =1 f 1
1 4 -3 | 9 ;5
T y
N=10 | ID*=44 f:?
. 62D? =
Rank Coefficient of Correlation (r,) =1 - N
i ZDZ = 44; N=10
ho=1-—0@4) 264 o5
(10)*-10 990
N First and Third judge .
Rank Correlation between First and Third Judg -




_____ S . VS’a’/'SI/cg for ¢
e
. 3ID?
Rank Coefficient of Correlation (r,) = 1 - i
N3-N
156
=1 -—%6) oo i 0.0545
(101*-10 990
Ans. The second judge and third judge have the nearest approach in common tastes in singing Comper:
because the rank coefficient of corrtation is highest (0.733) between them. Petition,

When Ranks are not given

Spearman’s method of computing coefficient of rank correla
qualitative variables. However, this

of quantitative data as well.

Steps for Calculating Rank Coefficient of Correlation (When Ran

Step 1. Assign 1% rank to the highest (lowest) value, 2nd
and so on.

ks not Given)
rank to the next highest (Iowest) item

Step 2. Calculate difference of ranks (R;-Ry
Step 3. Denote these difference by D;
Step 4. Squares these differences to get ZD%

Step 5. Apply the following formula: n=1-

’

6ZD?

ts
Example 19. Calculate rank correlation of coefficient between marks assigned to ten studen
by judge A and Bin a competitive test as shown below:

e
dge

Judge 4

R1 = Marks by Judge A; R, = Marks by

38 X’

s of Correlation

e

0
; 0
r “
| 60 | ‘ : r
' 45 ‘ 77 | 4 2
| e T T
= 5 0
- | 4
~ x| :
27 50 9 4 e =
N=10 | ID?=76
’ 62D?
Rank Coefficient of Correlation () =1 - N"——N
ID?=76;N=10
f=1-—0U8 4 456 ea
: (103~ 10 990

) of posi -
Ans. Rank Coefficient of comrelation = 0.539. There is moderate degree of positive correlation

i 7 ts in Economics and
Example 20. The following table gives the marks obtained by 10 students in

Accounts. Calculate the rank correlation. 45 60 8 80 & %0
MertsinEconomics| 35 | 90 | 70 4 : 0w % B8
Iksin Accounts | 45 | 70 | 6 | %
g we get:
Svlution: assigning ranks from the jowest to the highest,
We are given actual marks and not the ranks. S0, k Correlation s i
Calculation of Ran 0 | AR |

B
LY Y TR W e

u
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S— ‘?f?'istics forCI

Rank Coefficient of Correlation (rk) = 1 - i

Ng=N
ZD2=16;N=10
6(16
=t-—09 % o
(10)3-10 990

Ans. Rank Coefficient of correlation = 0.903. There is very high degree of positive correlation,
When Ranks are Equal or Repeated

When two or more than two items of a group have same value, then the

rank. This common rank is the average of the ranks which these it
they differed slightly from each other.

For example:
* If two individuals are ranked equal at 30
Rank.

€ms would haye 80t hag

place, then each of them are given ﬂ=3,5lh
2

* Ifthree individuals are ranked equal at 31
Rank.

place, then each of them are given 3+ : i =4t

Need for Correction in Formula

The Spearman's formula is based upon
So, in case of equal or tied ranks,

add the correction factor %(né

the assumption of different ranks to different individuals.
the correction in formula becomes necessary. In the formula, we

~m) to ZD? where ‘m’ is equal to the number of times an temis
assigned equal rank. The correction factor is to

be added for each and every repeated value
The formula in this case becomes:

(

of Correlation

W

Y are assigned 5 commey

N=6 l

| ID2=2950

Here, number 19 is repeated twice in series X and numper 22is repeated twice in series Y Therefore, in X,

m=2andinY, m=2.

102=29.50;N =6

1 1
—(2%-2) + —(28-2)
6[29.50+12( ) 12(
_1_

6°-6

6(29.50 + 0.5 + 0.5) _fis 6x305
) 216-6 210 ‘
: degree of positive correlation.

Ans. Rank Coefficient of correlation = 0.128. There is very low deg

b =0.128
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" ple 24. A person while caley]
E"ﬁal’ﬂ" d the following results,

7
| ating Coeffic
Clent of Correlation, betweer, tw '

O variableg

1 1

1 Sl 202+E(m3—m)+ﬁ(m3-m)+ ......... J Y 5Ex=IZO’EXZ=6OO'ZY=90;ZYI=250'and2 Xand

n =1- 20 s , ’ =
x - ever, at the time of cheCkmg the CaJCulaﬁ b );Y =356
. 10Ms, he digeq,
and (12, 7) were wrongly enter €red that o pa; :
IDR = 159.50: N=8 (Blhll(e))of COefﬁCient of COI'I‘elatinn. mStead of , 12) and (10, 8) Dz?:l:n?f‘l:b;eg‘;z:’lroen(‘st
va

1 1
6| 159.50+—(25-2) 4 ' (g3_4 on:
. [ 12 "+ 35t )) M rectod X

85-8 Corrected ZX?

Cormrected 2Y
159.50 + 0.5+ 2 972
=1-X L 1-5= 1 - 1.9285 = -0.9285 Corrected ZY?

R Corrected XY

"

1]

]

]

120—8-12+8+10=11a
800-82-122, g2, 12 _ g,
90—10—7+12+8=93
250—102-72+122+32=309

356—(8x10)—(12x7)+(8x12)+(10x8)=

368

Ans. Rank Coefficient of Correlation = - 0.9285. There is very high degree of negative correlation,

Incorrect Values

coefficient of rank correlation.

Solution:
We are given:n = 10, r.=08

RankCoefﬁdemofCorrelaﬂon(rk) =1- :::D:
08=1 - e
(10)°-10
B =108
890
502 - 990 x 0.2 -

Since one difference is wrongly taken as 7 instead of 9, the corrected value of XD?|s glven
Corrected 3D2=33- 72 4 g2

=33-49 + 81
=65
8 x 65 390
Corrected (r,) = 1 - =1 ~——=1-0.394 = 0,
(d 990 990 Goe

Ans. Correct coefficient of rank correlation = 0.608

P

NIXY - 2x 5y
VNDE~ (X x Nave= oy
- 30x368-118x 93
\/30x556—(118)2 x\/30x309—(93)2
- 11,040 - 10,974
Y 16,680-13924 x [9.570- 5 649
66 66

66
2756 x,[ 621  5250x2492 13083 -

Ans. Coefficient of Correlation = 0.05. There is very low degree of positive correlation.

%WIERITS AND DEMERITS OF RANK CORRELATION

Merits

‘s
1 This method is easy to calculate and simple to understand as com rl

Method. It takes less time in computation. o kot Bt
2 Rank method is very useful when the data is qualltah‘;:lng::dm:)edmmt items und;_r

intelligence, voice quality, etc. In such cases, o

onsideration, . anks but not the actual
3, This ig the only method that can be used where we are given the r:

data,

Coefficient of Correlation (r) =

0.05

), then this method can be used to get rough
4, _When actual values are given (ins‘teacl of ranks),
‘€2 about the degree of correlation.
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11.36

2. If the number of values is quite large, it becomes a difficult task to ascertajp, the rank
their differences. That is why it is advisable to use this method only when the n S anq

observations is less than 30.

3. This method lacks precision as compared to Karl Pearson’s method. It useg ranks i,

of the original values.
Karl Pearson’s Method Vs Spearman’s Rank Method

The coefficient of correlation by both the methods ranges between -1 and +1. Sl there

the following differences:

1. Karl Pearson’s method of Correlation measures correlation for quantitative datg +,
Spearman’s method of rank correlation measures coefficient of correlation for ualitatiy,

data.
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2. Karl Pearson’s method calculates deviations from actual or assumed mean, whereas Spearman’

method calculates the rank differences.

3. Rank correlation gives less importance to the extreme values because it gives them rank
However, Karl Pearson’s method of correlation gives more importance to extreme values a

it is based on actual values.

~ FORMULAE AT A GLANCE
Karl Pearson’s Coefficient of Correlation

Zxy Zxy

e g
-

1. Actual Mean Method

r = =
Nx o, x g, /sz 3y?
N x N—x N

Zxy o
VX2 x 3y? o

NZIXY -ZX.ZY

2. Direct Method

T INEX2 - (2X)2 x |[NZY2 - (ZY)?

3. Short - Cut Method NFaxdy - 2dx x 2dy

r =
YNZdx2 - (Zdx)2 x [NZdy?- (Sdy)?

NZdx’'dy’ - Zdx’ x Zdy’

4. Step Deviation Method

Spearman’s Rank Correlation Coefficlent

-8

N3 -N

When Ranks are not Equal M

When Ranks are Equal

r=
JNZdx'2 - (Zdx')2 x JNZdy2 - (Zdy’)?

.

o

previations e

r

N

Zdx’
Idy’
Ldx2
Iy
de'dy,
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Karl Pearson’s Coefficient of Correlatiq
n.

Number of pair of observations.

Deviation of X series from megp, X-X)

Deviation of Y series from mean (y - Y)

Standard deviation of X series, i.e, ’sz
“V'N

Standard deviation of Y series, i.e,, Lyz

Sum of deviations of X values from assumed mean,

Sum of deviations of Y values from assumed mean.

Sum of squared deviations of X values from assumed mean.
Sum of squared deviations of Y values from assumed mean.
Sum of the products of deviations dx and dy.

Sum of step deviations of X values from assumed mean .

= Sum of step deviations of Y values from assumed mean.

= Sum of squared step deviations of X values from assumed mean.

= Sum of squared step deviations of Y values from assumed mean.

= Sum of the products of step deviations dx’ and dy".

" = Coefficient of rank correlation.

D2

= Sum of square of rank differences.

™ = Number of times an item is assigned equal rank.
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F CORRELATION
Example: Calculate the Coefﬁcnem of Conelatnon (r) from the follownng data by dlffe

b b
NOoO AN

al

IX =42 IX2=364|3Y =126 | Y2 3276 zxy
. :
NZX:

6 x1092-42 x 126
6x 364 (422 xV6x 3,276 — (1262

2184 1764x 19,656 15,876

pank Correlation (i) = 1 —

_ dex'dy' - Zdx’ x Xdy’
_ {6 x19} - {-3x -3}
B W

_ NZdxdy - zaxxzay
NI x (Zdx)? </NZdy?— (Zdy?
{6 x 228} — {6 x - 18}

= e
6 x 76 - (-6)2 x{6 x 684 — (-18)

¥456-38 x 14,104 -324 Vi14-9 xV114-9

] Ranks (n,) ik

EYaoE

90
88
75
75
74
70
65
62

———

1 - 8(159.5+05+2)
————————— =

NO O W
o

18
25
34
34
34
42
38
47

‘ =2andinY,m=3.
es Y. Therefors, in X, m
Nimber 75 1g fepeated twice In serles X and 34 Is repeated thrice In serl

1 1
8| 202+ — (m¥-m) + — (M*-m)

; 12 12

k=1 -

L 2 +-1-(38"3)

159.5 + 12(2 -+

6x162 _ 93
T 504

from the hlgheSf fo rhe /ry & 553’9’7 ranks. Assigning rank
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